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Session 

Etiquette

• Save your questions for group

discussions or the end of the session

• During our time for independent

work, we will come around to help,

but please keep background noise

to a minimum

• This enables all attendees to focus



Who We Are Luke Geraghty

Digital and Information Skills

Officer

Helen Bond

Information Skills Coordinator



Today’s

Session

• 2 and a half hours, with a 10-minute break

• Designed as a hands-on workshop

• This session will cover:

o An introduction to AI and the University’s

policies

o Several popular GenAI tools you can use to

find and analyse information

o How to evaluate the effectiveness of GenAI,

including common problems with its outputs

o How to share AI information sources, with a

focus on citing AI to avoid plagiarism and its

integration with reference managers



AI Tools We’ll 

Be Using

• As stated in this workshop’s pre-

requisites, please ensure you have

signed up to the following GenAI tools:

o ChatGPT:

https://openai.com/chatgpt/

o Elicit: https://elicit.com/

o Perplexity:

https://www.perplexity.ai/

https://openai.com/chatgpt/
https://elicit.com/
https://www.perplexity.ai/


What We Won’t 

Cover Today

1. AI tools beyond ChatGPT, Elicit, and Perplexity

– we’ll mention other tools; won’t go in depth

2. General questions on AI e.g. “How does AI affect

education?”, “What is its environmental impact?”

o Check our FAQs section in our “Supplementary

Materials” doc (https://tinyurl.com/49nbwna8)

3. How AI applies to your research and how to use

it in work that underpins a research output

o The Research Practice team can help you more

in this area (research.practice@admin.ox.ac.uk)

o Further information is also provided in our

“Supplementary Materials” doc

https://tinyurl.com/49nbwna8
mailto:research.practice@admin.ox.ac.uk


Learning

Outcomes

• By the end of this session, you’ll be

able to:

1. Explain what AI means and some key terms

2. Differentiate between several categories of

AI tools

3. Describe how some GenAI tools can be used

to discover information, including their

strengths, limitations, and best practices

4. Critique GenAI tools and their outputs at an

introductory level using evaluative criteria

5. State the University’s policies on AI, and

avoid plagiarism by creating citations for AI-

generated content



An Introduction to AI and the University’s Policies



Simple 

Definition

• What Is AI?

o Technology that enables machines to

think or act in a more “human” way

• Goals of AI:

o Identify patterns

o Make decisions

o Solve problems

• Current boom is mainly focused

on GenAI



Some Key 

Terms

Generative AI (GenAI): A type of AI that can generate new

content (e.g. text, images, videos) based on user prompts.

What will be returned is based on the data the system was

trained on.

Hallucination: A false or misleading piece of information

presented as fact. GenAI’s responses can contain these.

Detecting and mitigating against hallucinations is a

significant problem with GenAI.

Large Language Model (LLM): AI that has been trained

on large amounts of text - usually thousands or millions of

gigabytes' worth - so it can understand and generate

human language.

Prompt: This is input (often a text instruction) that you give

to a GenAI tool such as ChatGPT. After you enter a prompt,

the language model will analyse your input and generate a

response based on patterns learnt during its training.



The 

University’s 

Policies on AI 

(1)

• AI can be a supportive tool in learning, so

long as it’s used ethically and appropriately

• Whenever AI is used, similar safeguards to

those on plagiarism should be adopted

o “Authors should never pass off ideas or text

gleaned from AI as their own, and there should

be a clear acknowledgement of how AI has

been used in the work”1

• As LLMs can produce incorrect or entirely

fictitious outputs, users must recognise that

they’re responsible for their accuracy

1Academic Support, AI in teaching and assessment

(https://academic.admin.ox.ac.uk/ai-in-teaching-and-assessment)

https://academic.admin.ox.ac.uk/ai-in-teaching-and-assessment


The 

University’s 

Policies on AI 

(2)

• Consult the University’s web page on AI in

teaching and assessment for details on the

University’s position and links to further

guidance:

https://academic.admin.ox.ac.uk/ai-in-

teaching-and-assessment

• You should be aware that academic staff,

colleges, and departments may have their

own local policies on the use of AI, and it

may be forbidden in guidance that’s

applicable to you

https://academic.admin.ox.ac.uk/ai-in-teaching-and-assessment


The 

University’s 

Policies on AI 

(3)

• Beyond this general academic integrity

advice, further guidance applies to Oxford

researchers using AI in publications

• Again, we won’t be covering this in depth

today, but consult the University’s Publication

and Authorship guidance for details:

https://researchsupport.admin.ox.ac.uk/gover

nance/integrity/publication

• More information is also provided in our

“Supplementary Materials” document

(https://tinyurl.com/49nbwna8)

https://researchsupport.admin.ox.ac.uk/governance/integrity/publication
https://tinyurl.com/49nbwna8


Using AI to Find Information and Perform Research Tasks



Traditional 

Research 

Methods vs 

AI

• The information discovery process is very

different

o Traditional: excluding physical resources, the

typical approach is searching Google, library

databases, or other collections using

keywords/phrases, ending in results that you

must filter, read, and evaluate

o AI: particularly with GenAI, you can request the

tool to only find info (with limited control over its

sources), but you’ll usually go beyond that to

also have it summarise and perform analysis

• AI tools do not have human judgement or

critical thinking skills

• They are best used as a complement to

traditional research methods



Current 

Popular AI 

Tools

• All-purpose GenAI: ChatGPT, Claude,

Microsoft Copilot

• More “research-focused” GenAI:

Consensus, Elicit, Perplexity, Scite

• Literature mapping tools: Connected

Papers, Litmaps, ResearchRabbit

• Writing assistants: Grammarly,

QuillBot



Differences 

and Uses (1)

• All-purpose GenAI:

o Works with many content types - code,

images, speech, text

o Helpful when analysing and summarising

o Less useful when generating citations (more

on this shortly)

• “Research-focused” GenAI:

o Better than other tools for providing verifiable

sources through in-line citations and links

o More choice over sources e.g. Perplexity,

where users can toggle that answers are

based on academic papers only



Differences 

and Uses (2)

• Literature mapping tools:

o Good for identifying key works and authors from

publicly-accessible journal articles

o Could benefit users who need a visual aspect to

their research

o Often integrate with reference management

software, especially Zotero

• Writing assistants:

o Multi-functional - improve grammar, generate

citations, paraphrase text, summarise, translate,

and so on

o Greater focus on accessibility than other tools

e.g. dark mode, language support, mobile apps,

browser and MS Word extensions



AI Tool 1: ChatGPT



Introducing 

ChatGPT

• ChatGPT is an AI assistant and

chatbot

• As mentioned, it can work with a

variety of inputs, with an

emphasis on text

• It can generate human-like

responses, assisting with tasks

such as answering questions and

creating content



ChatGPT Start Screen



ChatGPT Prompt and Response



ChatGPT

Tips

✓ Use personas – tell ChatGPT it’s an expert in your field

or on a topic, and describe its audience e.g. layperson,

undergraduate, postgraduate

✓ Give examples and regenerate its responses

✓ ChatGPT may be useful for:

o Broad insights and accessible responses,

streamlining the initial stages of research

o Analysing and summarising literature, but avoid

long text dumps and guide its responses e.g. ask it to

use bullet points; to identify themes and topics

✖ ChatGPT may be less useful for:

o Generating citations, but try using the latest model

from the model library (Walters and Wilder (2023)

found 55% of GPT-3.5’s generated citations were

fabricated, compared to 18% for GPT-4)



More on 

Personas

Example:

“During this conversation, please take on the role

of a knowledgeable and supportive university

study mentor to me, an undergraduate student.

Your communication style is warm and polite,

avoiding slang and informal expressions.

Your responses should focus on offering

guidance, study techniques, and helpful

resources to assist me with my current courses.

When I ask questions, provide personalised

advice on mastering difficult concepts, completing

assignments, exam preparation, and managing

my time efficiently.”



How to Direct GenAI



Data Privacy 

Reminder

• Before you start experimenting with

ChatGPT today, please be mindful

of the information you share

• Many GenAI developers will harvest

user data to train their LLMs

• See if you can opt out of this through

“Settings” -> “Data controls”, but it’s

wise to avoid entering confidential or

personal information regardless



ChatGPT

Over to You – Experiment with ChatGPT

https://chatgpt.com

Free to use our task sheet 

(https://tinyurl.com/49nbwna8)

https://tinyurl.com/49nbwna8


ChatGPT

Discussion - What Pros and Cons of ChatGPT Have You Identified?



ChatGPT

Pros and 

Cons

✓ Can be helpful for general or early research

✓ In an ideal situation, it might save time on tasks such

as analysis, summarisation, and translation

✓ A level of free access is usually available to all users

✓ Some versions (e.g. Enterprise) explicitly state they

won’t use your data to train their language models

✖ Paid subscription required for full access

✖ ChatGPT will hallucinate - corroborate its facts

✖ Results can be irrelevant, misleading, or shallow

✖ Provides limited citing of its sources

✖ Datasets that underpin ChatGPT may have been

unethically obtained, and can be heavily biased



AI Tool 2: Elicit



Introducing 

Elicit

• Elicit is an AI research assistant

• Most common use is as a search

engine to find papers for your

research topic

• Ask a question, and receive back

a summary of the top relevant

papers, as well a table of

individual papers



Elicit Start Screen



Elicit Prompt and Response



Elicit Tips ✓ Use sorts and filters – you’ll find these above the

columns for “Paper” and “Abstract summary”; make use of

them to narrow your search (publication year, study type etc.)

✓ Add columns – Under “Manage columns”, create

custom columns for searching papers for the data you’re

interested in; AI will check each paper and tell you if your

data was found or not

✓ Elicit may be useful for:

o Locating relevant academic papers by searching

through databases

o Extracting key information and making summaries

✖ Elicit may be less useful for:

o Access to full-text papers behind paywalls

o Finding information from sources like books



Adding New 

Steps (1)
• Another way to perform new tasks

with selected papers

• Can be useful for exploring Elicit’s

results in greater depth



Adding New Steps (2)



Adding New Steps (3)



Adding New Steps (4)



Over to You – Experiment with Elicit

https://elicit.com/

Task sheet: https://tinyurl.com/49nbwna8

https://tinyurl.com/49nbwna8


Discussion – How Does Elicit Compare with ChatGPT?



Elicit Pros 

and Cons

✓ Elicit is less likely to hallucinate information

✓ The user interface is generally intuitive, despite the

tool’s complexity compared to ChatGPT

✓ Has features beyond finding papers, such as

extracting data from PDFs

✓ Level of free access has improved

✖ Like ChatGPT, paying enables more features

✖ No tool replaces a normal literature review (yet)

✖ Will still exclude non-digital sources

✖ Databases that power Elicit may have not have been

unethically obtained, but they can still be very biased

towards publicly-accessible journals and certain subjects



10-Minute Break



Analysing the Effectiveness of GenAI and Its Outputs



Common 

Problems 

with GenAI

• Data bias

• Ethical concerns

• Hallucinations

• Inconsistent tone and style

• Lack of context (cultural, historical,

interdisciplinary perspectives)

• Lack of source credibility (not adhering

to academic standards)

• Misinterpretation of your prompts

• Oversimplification



Detecting 

Hallucinations 

(1)

• Excessive hedging: when unsure of its answer,

GenAI tends to use language that avoids outright

incorrect claims

o Look for excessive use of “possibly”, “it could

be argued”, “some studies suggest”, or “it may

be the case”

• Inconsistent information:

o First statement in GenAI’s response: “The

majority of patients with schizophrenia respond

well to antipsychotic medication.”

o Later statement in the same response:

“Studies suggest that most patients with

schizophrenia have minimal improvement with

antipsychotic treatment.”



Detecting 

Hallucinations 

(2)

• Overly detailed facts with no sources:

o “A study conducted in 1998 by Dr John Smith

at Harvard University showed that patients with

schizophrenia had a 45% improvement in

cognitive function after taking Drug X.”

• Non-existent citations:

o Example prompt: “Write an editorial of 2000

words with references for a scientific journal on

schizophrenia about using ChatGPT in

research. Please include up to 5 references

in your answer.”



Detecting 

Hallucinations 

(3)

• Non-existent citations (continued):

1. Patel, S. B., & Lam, K. (2022). ChatGPT: The

future of mental health support? The Lancet

Psychiatry, 9(5), 363.

2. Erhardt, A., Spoormaker, V. I., & Wettstein, P.

(2021). Artificial intelligence in psychiatry:

Promises and pitfalls. European Archives of

Psychiatry and Clinical Neuroscience, 271(2),

183-185.

These papers don’t exist for the aforementioned

prompt, although there is a 2023 paper from the

authors in citation 1 called “ChatGPT: the future of

discharge summaries?”



Critically 

Assessing AI

(1)

• One technique you can use to evaluate

an AI tool’s suitability is the ROBOT

checklist (Hervieux and Wheatley,

2022):

o Reliability

o Objective

o Bias

o Ownership

o Type



Critically 

Assessing AI

(2)

Reliability

• How reliable is the information about the tool?

• Is the developer’s contact information available?

• When was the tool released/updated?

• Are there privacy policies?

• Are you happy with how your data will be used?

Objective

• What is the goal/objective of the tool? e.g. inform or

persuade users, add to developer datasets, find

financial backing

• How transparent is the developer about their

purpose?



Critically 

Assessing AI

(3)

Bias

• Is there information about how the tool has been

built or the data that underpins it?

• Are there ethical issues associated with this?

• Are biases or ethical issues acknowledged by the

developer?

Owner

• Who is the owner or developer of the tool? Are they

the same? How credible are they?

• Who is responsible for the tool? e.g. government,

private company, research group

• Who can access the tool?



Critically 

Assessing AI

(4)

Type

• Which subtype of AI is it?

• Is the technology applied or theoretical?

• What kind of information system does it rely on?

• Does it rely on human intervention?



AI Tool 3: Comparing Elicit with Perplexity



Introducing 

Perplexity

• Conversational search engine

powered by AI

• Searches the web and uses LLMs to

generate responses

• Generally presents sources and in-

line citations for its answers

o "The New Bodleian was later renovated and

reopened as the Weston Library in 2015,

providing modern facilities for both academic

and public use” (4) (5) - the numbers will be

clickable links



Perplexity Start Screen



Perplexity Prompt and Response



Elicit vs 

Perplexity

• I want you to carry out a short critical

assessment of Elicit and Perplexity

• Use the guidance provided in this

presentation (and repeated in the task

sheet)

• What information can you find on Elicit’s

website compared to Perplexity’s?

• What are the differences in their outputs

and trustworthiness for research?



Over to You – Compare and Contrast Elicit with Perplexity

https://elicit.com/ https://www.perplexity.ai/

Task sheet: https://tinyurl.com/49nbwna8

https://tinyurl.com/49nbwna8


Discussion – Comparing and Contrasting Elicit with Perplexity



Elicit vs 

Perplexity 

Outcomes

• Perplexity’s information sources are more likely to

be unreliable e.g. non-academic websites and social

media posts

• Use Perplexity’s “Academic” focus mode to

constrain its sources - may still be limited vs Elicit’s

• Perplexity allows you to turn off retaining your

data to train its models; has two FAQs sections and a

privacy policy; little info on its LLMs

• Elicit has pages on its limitations, hallucinations, and

how to cite it; a changelog so you can track updates;

a privacy policy; but no easy way to turn off using

your data (your PDF uploads do remain private)



Sharing Information Sources: Citing AI and Managing References



The 

University’s 

Policy on 

Plagiarism

• The University’s definition of plagiarism

has been updated to include AI

• Students must cite AI content in their work

as they would a book, journal article, website

etc.

• AI can be used within assessments only

where prior authorisation has been given,

or when AI has been agreed as a reasonable

adjustment for a student’s disability

• For the full definition, see:

https://www.ox.ac.uk/students/academic/guid

ance/skills/plagiarism

https://www.ox.ac.uk/students/academic/guidance/skills/plagiarism


Avoiding 

Plagiarism 

by Citing AI 

(1)

• Some, but not all, referencing styles now have

guidance on how to format AI references

• This is interim advice only and subject to

change

• Cite Them Right is an online referencing tool

that’s free to members of the University

(https://www.citethemrightonline.com/)

• You can find examples from Cite Them Right on

how to reference different forms of GenAI using

various citation styles

https://www.citethemrightonline.com/


Avoiding 

Plagiarism 

by Citing AI 

(2)

• Please note that using and referencing AI

tools in research papers is different

• If you are using AI as part of the research

process and to develop a research output

(including the collection, analysis, and

interpretation of data), this should be

referenced in the methods or

acknowledgments sections (or similar), rather

than as a citation in the bibliography

• Contact the Research Practice team for more

advice (research.practice@admin.ox.ac.uk)

mailto:research.practice@admin.ox.ac.uk


Bibliographic 

Citations (1)

If the AI’s end product is only available to you (e.g. having

a conversation with ChatGPT), cite this as a personal

communication and include a description of the AI

generated material in your in-text citation.

Style: Harvard

In-text citation:

When prompted by the author, ChatGPT responded with a

“definition of academic integrity” (OpenAI ChatGPT, 2024). A

copy of this response is in Appendix 1.

Reference list:

OpenAI ChatGPT (2024) ChatGPT response to John Stephens,

October 2nd 2024.



Bibliographic 

Citations (2)

If the AI material is available online, you can cite it as an

electronic version of a source (such as an artwork or

article).

Style: Harvard

In-text citation:

The AI-generated flower (Shutterstock AI, 2024)…

Reference list:

Shutterstock AI (2024) Photo of pond with lotus flower [Digital

art]. Available at: https://www.shutterstock.com/image-

generated/photo-pond-lotus-flower-2252080005 (Accessed:

October 2nd 2024).



If in Doubt • In the absence of guidance for your specific AI

tool, adapt the referencing style for the

source type closest to the AI tool or AI

output e.g. audio recording, image, personal

communication

• Consult tutors or relevant staff members,

especially if they require you to provide a

copy of the AI work as an appendix to your

work



Organising 

and 

Managing 

References

• Currently, the reference managers EndNote,

RefWorks, and Zotero do not have a

specific resource type for AI

• Again, it’s necessary to match the closest

pre-existing resource type (e.g. artwork,

dataset, video recording) when creating

citations

• This approach ensures consistency while

we wait for these tools to potentially update

their resource categories to include AI-

specific options



Integration 

with 

Reference 

Managers 

(1)

• Reference managers don’t yet have built-

in AI functionalities, but there are plugins

that integrate with them

• However, many plugins require you to have

paid AI subscriptions

• Zotero has the most AI integration

• Some plugin examples for it include Aria, a

plugin that integrates ChatGPT, and Scite’s

plugin that enriches Zotero user libraries with

information



Integration 

with 

Reference 

Managers 

(2)

• Aside from plugins, it’s also possible to

import and export data and citations

between AI tools and reference managers

• For example, Elicit allows users to connect

Elicit to Zotero, and work with papers in your

collections (on Elicit, go to “Account settings”

-> Scroll down to “Integrations”)

• Usually, full functionality will require a

paid subscription



Wrap-Up: 

Next Steps

• iSkills has separate workshops on how to

use EndNote, RefWorks, and Zotero,

covering their main features, if these are new

to you (see our list of workshops:

https://www.bodleian.ox.ac.uk/ask/workshops

/)

• We explored GenAI and “research-focused”

GenAI tools today, but you may want to look

at the other AI categories we mentioned

e.g. literature mapping tools like

ResearchRabbit

https://www.bodleian.ox.ac.uk/ask/workshops/


Wrap-Up: 

Learning 

Outcomes

• With this session at its end, you now

should be able to:

1. Explain what AI means and some key terms

2. Differentiate between several categories of AI tools

3. Describe how some GenAI tools can be used to

discover information, including their strengths,

limitations, and best practices

4. Critique GenAI tools and their outputs at an

introductory level using evaluative criteria

5. State the University’s policies on AI, and avoid

plagiarism by creating citations for AI-generated

content

• Any final questions?



Thank you!

Contact:

luke.geraghty@bodleian.ox.ac.uk

helen.bond@bodleian.ox.ac.uk

mailto:luke.geraghty@bodleian.ox.ac.uk
mailto:helen.bond@Bodleian.ox.ac.uk
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